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Abstract—People nowadays are inundated with vast amounts
of text data (e.g., news articles, corporate reports, scientific
papers, etc.). Turning massive text data into actionable knowledge
is an essential research issue in data science. Based on our vision,
it is highly beneficial to first structure raw text using taxonomies
and then analyze structured text data in a more fine-grained and
user-guided way.

In this tutorial, we provide a comprehensive overview of recent
research in this direction. We first show a series of methods
to identify concept phrases from text corpora and then present
methods to organize identified concepts into taxonomies. After
that, we introduce techniques to automatically enrich an existing
taxonomy and discuss how to explore taxonomies for different
downstream applications. Finally, we demonstrate on real-world
datasets from multiple domains how different taxonomies can
be constructed based on different user tasks and how they can
empower knowledge discovery from text data.

Index Terms—Phrase Mining, Taxonomy Construction, Tax-
onomy Enrichment, Weakly-supervised Text Classification

I. RATIONALE: WHY IS THIS TUTORIAL IMPORTANT?

In an era of information explosion, people are inundated
with vast amounts of text data. Every day, there are thousands
of scientific papers, tens of thousands of corporate reports,
product reviews, and millions of social media posts produced
and shared worldwide. Consequently, turning massive un-
structured text data into actionable knowledge is an essential
research issue in data science, which lays the foundation for
realizing machine intelligence.

To bring this goal to reality, we vision that the taxonomy,
which organizes concepts into hierarchical structures, will play
a vital role. This is because the taxonomy can structure raw
text in a versatile way and facilitate more fine-grained and
semantic text analysis. So far, few studies in data mining,
machine learning, and natural language processing commu-
nities have paid enough attention to exploring the power of
leveraging taxonomy for discovering knowledge in text data.
This tutorial is to bridge this gap and presents an overview
of recent developments in this direction. Specifically, we will
focus on effort-light approach, which relies less on human
annotations. We will cover four major themes: (1) concept
phrase mining, (2) automated taxonomy construction, (3) tax-
onomy enrichment, and (4) methods distilling knowledge from
taxonomies to empower different downstream applications.

II. CONTENT DETAILS

• Introduction (30min)
– Motivations: Why constructing taxonomies and leverag-

ing them to facilitate knowledge discovery from text data?

– An overview of tasks related to taxonomy discovery
such as concept phrase mining, automated taxonomy
construction, and taxonomy enrichment.

– An overview of applications that can benefit from knowl-
edge in automatically discovered taxonomies.

• Phrase Mining (45min)
– Why phrase mining and how to define properties of high-

quality phrases?
– Supervised phrase mining methods based on noun phrase

chunking [5] and dependency parsing [6].
– Weakly/Distantly supervised phrase mining methods [1],

[3] utilizing external knowledge bases.
– Unsupervised phrase mining methods exploring signals

from topic model [4] and pre-trained language model [2].
– System demos and software introduction:
∗ A multilingual phrase mining system which inte-

grates AutoPhrase [1] and TopMine [4] together and
supports phrase mining in multiple languages (e.g.,
English, Spanish, Chinese, Arabic, and Japanese).

∗ A state-of-the-art phrase mining system [2] which
leverages pre-trained language model to identify high-
quality phrases and perform phrasal segmentation.

• Taxonomy Construction (45min)
– How to represent a taxonomy based on different applica-

tion needs?
– Concept taxonomy construction
∗ Two-step approaches: first extract hypernymy pairs

and then organize extracted pairs into taxonomy struc-
ture [10], [11], [14]

∗ End-to-end approaches: (1) supervised method based
on structure prediction [15], and (2) weakly super-
vised method based on user seed guidance [7].

– Topic taxonomy construction
∗ Hierarchical topic modeling [13]
∗ Hierarchical clustering [8]
∗ Combining text data with network structure [9]

• Taxonomy Enrichment (45min)
– What are different types of taxonomy enrichment?
– WordNet enrichment method [17]
– General taxonomy expansion methods:
∗ Leveraging knowledge transfer techniques [18]
∗ Modeling implicit taxonomic relation semantics [20]
∗ Utilizing position-enhanced graph neural network [16]
∗ Combining features from multiple sources [19]

– General taxonomy modification methods:



∗ Modifying existing taxonomic relations [22]
∗ Generating new emerging concepts for direct taxon-

omy completion [21]
• Taxonomy Empowered Applications (45min)

– Weakly-supervised text classification
∗ One-level multi-class classification [25], [26]
∗ Hierarchical multi-class classification [23], [24]
∗ Hierarchical multi-label classification [27]

– Query understanding and recommender system [28], [29]
• Summary and Future Directions (30min)

– Summarizing presented principles and techniques
– Discussing future research directions
– Interacting with the audience and discussing how to

discover and explore taxonomies based on their own data
and applications.

III. TARGET AUDIENCE AND PREREQUISITES

Potential participants can be researchers and practitioners in
the fields of data mining, natural language processing, infor-
mation retrieval, and machine learning. While the audience
with a good background in the above areas would benefit
most from this tutorial, we will design it to be self-contained
so newcomers with basic knowledge of probability and high
school mathematics can also benefit from those materials. We
expect 50 to 100 participants and they can learn the current
work and important research directions of phrase mining,
taxonomy construction, taxonomy enrichment, and taxonomy-
empowered applications.

IV. RELATED CONFERENCE TUTORIALS

The following are related tutorials with overlapping au-
thors in recent years. Comparing to the previous tutorials,
this tutorial covers and focuses on a lot of new materials.
The remaining contents are new, as outlined below: (1) new
methods on leveraging a pre-trained language model (LM)
for better phrase mining and phrasal segmentation, (2) new
taxonomy construction methods based on a pre-trained LM,
(3) a complete new section on taxonomy enrichment, and (4)
new weakly-supervised text classification methods and more
applications empowered with taxonomy.

1) Yu Meng, Jiaxin Huang, and Jiawei Han. “Embedding-
Driven Multi-Dimensional Topic Mining and Text Anal-
ysis”. In KDD 2020.

2) Jingbo Shang, Jiaming Shen, Liyuan Liu, and Jiawei Han.
“Constructing and Mining Heterogeneous Information
Networks from Massive Text”. In KDD 2019.

3) Jingbo Shang, Chao Zhang, Jiaming Shen, and Jiawei
Han. “Towards Multidimensional Analysis of Text Cor-
pora”. In KDD 2018.

V. TUTOR’S SHORT BIO

We have four tutors and all of us will present this tutorial.
• Jiaming Shen, Ph.D. candidate, Computer Science, Univ.

of Illinois at Urbana-Champaign (UIUC). His research

focuses on unleashing hidden knowledge buried in un-
structured text using taxonomy structures. He has been
awarded several fellowships and scholarships, including
a Brian Totty Graduate Fellowship and a Yunni & Max-
ine Pao Memorial Fellowship. Mr. Shen has delivered
tutorials in KDD’18 and KDD’19.

• Xiaotao Gu, Ph.D. candidate, Computer Science, UIUC.
His research focuses on automated knowledge mining
from unstructured text data in real scenarios, e.g., with
limited human annotation and computation resource. His
research work has been applied in several real-world
systems, including Google News, Google Search, and the
AMiner literature search and analytic platform.

• Yu Meng, Ph.D. candidate, Computer Science, UIUC.
His research focuses on mining structured knowledge
from massive text corpora with minimum human super-
vision. He received the Google Ph.D. Fellowship (2021)
in Structured Data and Database Management. He has
delivered tutorials in VLDB’19 and KDD’20.

• Jiawei Han, Michael Aiken Chair Professor, Computer
Science, UIUC. His research areas encompass data min-
ing, text mining, data warehousing, and information net-
work analysis, with over 800 research publications. He
is a Fellow of ACM, Fellow of IEEE, and received
numerous prominent awards, including ACM SIGKDD
Innovation Award (2004) and IEEE Computer Society
W. Wallace McDowell Award (2009). He delivered 50+
conference tutorials or keynote speeches (e.g., SIGKDD
2019 tutorial and CIKM 2019 keynote).

VI. PROPOSED LENGTH OF THE TUTORIAL

We plan for a 5 hours (full day) tutorial with 4 hours main
lecture contents and 1 hour break.
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